
1360      The Leading Edge      December 2011

S p e c i a l  S e c t i o n :  P h y s i c s  o f  r o c k s

A good understanding of the effect of rock and pore-
fluid properties on seismic waves is necessary for the 

characterization of a subsurface hydrocarbon reservoir from 
a seismic data set. Information about the rock and fluids in 
the reservoir can be obtained, for example, through well 
logging and laboratory tests with samples cored from the 
wellbore. Together with seismic data, this information can be 
extrapolated for the entire dimension of the reservoir to provide 
valuable quantitative estimates for production. Additionally, 
this information can be extrapolated in time for monitoring 
the spatial redistribution of fluids during production. Making 
such space and time extrapolations more accurate using seismic 
data is the main goal of rock physics. For that, identifying and 
understanding the physical processes taking place in a reservoir 
rock at different scales is an important step and the subject of 
our article.

We show that the integration of laboratory studies with 
numerical modeling is a powerful tool to achieve an unbiased 
understanding of the physical processes at different scales. In 
laboratory experiments, it is very difficult, and in some cases 
even impossible, to control all the physical processes. How-
ever, in numerical simulations all physical parameters can be 
controlled exactly, and it is even possible to separately study 
different physical processes which otherwise coexist 
in nature or in the laboratory. The physical insight 
resulting from such numerical studies helps under-
stand and better interpret results from laboratory 
experiments. This knowledge-feedback between 
laboratory and numerical rock physics is demon-
strated in this article on examples of two current 
challenges in rock physics: understanding the influ-
ence of the rock microstructure on effective elastic 
properties, and identifying the dominant physical 
mechanism responsible for intrinsic attenuation in 
rocks at seismic frequencies

Both challenges are subject to ongoing research 
conducted in The Rock Physics Network at ETH 
Zurich and the studies presented in this article are 
a snapshot of work in progress. Indeed, the research 
progress on the two challenges is quite different. 
While the first is well advanced and understood, the 
second still remains a considerable challenge. Nev-
ertheless, we demonstrate how such challenges can 
be tackled by combining laboratory and numerical 
rock physics techniques.

Effect of the rock microstructure on effective 
elastic properties
X-ray microcomputed tomography (micro-CT) al-
lows 3D imaging of the microstructure of a rock 
(insets in Figure 1; Dvorkin et al., 2008; Knackstedt 
et al., 2009; Saenger et al., 2011). Numerical model-

Integrated numerical and laboratory rock physics applied 
to seismic characterization of reservoir rocks
BEATRIZ QUINTAL, MARCEL FREHNER, CLAUDIO MADONNA, NICOLA TISATO, MARIA KUTEYNIKOVA, and ERIK H. SAENGER, ETH Zurich

ing using such digital rock models, combined with laboratory 
measurements, can be used to predict properties of a reservoir 
rock, such as flow and elastic properties. Simulating fluid flow 
through digital rock models using, for example, the Lattice-
Boltzmann method (e.g., Narváez et al., 2010) can now be 
done successfully, with the predicted permeability being in 
reasonable agreement with laboratory measurements (Dvorkin 
et al., 2008). In this case, the resolution of the micro-CT tech-
nique may be sufficient because fluid pathways predominantly 
follow larger pores. On the other hand, mechanical properties, 
such as the effective elastic moduli, strongly depend on the 
microstructural details of the rock (e.g., Kuster and Toksöz, 
1974; O’Connell and Budiansky, 1974; Smith et al., 2009; 
Ruiz and Cheng, 2010), which might not be resolved by the 
micro-CT technique. The inability to fully characterize the 
microstructural details of a rock can lead to disagreements be-
tween numerical estimates of mechanical properties and labo-
ratory data. In the following, we describe a method to success-
fully resolve this problem. The presented case study consists of 
laboratory measurements and numerical simulations to deter-
mine the P-wave velocity at 3 MHz in a sample of Berea sand-
stone. The corresponding wavelength is much larger than the 
pore size. Laboratory experiments are coupled with numerical 

Figure 1. Laboratory and numerical results for the P-wave velocity at 3 MHz 
as a function of confining pressure, P

c
, in a Berea sandstone sample. P-wave 

velocity is obtained by numerical wave-propagation modeling through a digital 
rock model generated by standard segmentation of micro-CT data (star) and 
watershed segmentation (triangles). The grain contacts identified by the watershed 
segmentation have a P-wave modulus, M

contacts
, ranging from 0% to 100% of the 

P-wave modulus of quartz, M
quartz

 (upper abscissa). The left and right insets shows 
the 3D digital rock model containing grain contacts with a P-wave modulus equal 
to zero and M

quartz
, respectively. The cube volume is 2 cm3.
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simulations to provide an understanding of the effect of the 
rock microstructure on the resulting velocity.

Laboratory experiments. P-wave velocity was measured at a 
frequency of 3 MHz on a dry sample of Berea Sandstone (25.4 
mm diameter, 40 mm length) using the pulse-transmission 
technique at confining pressures up to 200 MPa at room tem-
perature. The experiments were performed in a Paterson gas-
medium apparatus, where a copper jacket isolates the sample 
from the confining argon gas. Because the pore pressure is 
negligible, the confining pressure is equal to the effective pres-
sure. The resulting curve (open circles and solid line in Figure 
1) describes a nonlinear increase of the P-wave velocity, V

P
, 

with confining pressure, P
c
, up to 50 MPa, followed by a linear 

trend for higher confining pressures.
Numerical experiments. X-ray micro-CT imaging was per-

formed on a core plug of 6 mm diameter and 20 mm length 
of the same Berea sandstone sample used in the laboratory 
experiments. The system consists of a SkyScan 1172 high-
resolution desktop scanner providing a pixel size of 3.14 μm. 
One complete data set consists of 1400 cross sections. A stan-
dard segmentation technique divides the raw data (eight-bit 
tiff images) into three different phases: quartz, which is the 
main matrix, ankerite, and the empty pores. Other minerals 
(less than 3% of the matrix volume) were segmented as quartz. 
The segmented micro-CT data (right inset in Figure 1) pro-
vide a 3D digital model of the scanned rock. Table 1 lists the 
elastic moduli of the minerals, and the pores are treated as 
vacuum. To obtain the effective P-wave velocity in the digi-
tal rock model, we use the rotated staggered finite-difference 
method to propagate a plane P-wave with a central frequency 
of 3 MHz through the 3D digital rock model (Saenger et al., 
2011, and references therein). By measuring the time-delay of 
the peak amplitude between two planes of receivers, we cal-
culate the effective P-wave velocity, V

P
. The result of this first 

modeling approach using standard segmentation is shown in 
Figure 1 as a star.

Integrated interpretation of laboratory and numerical results. 
In Figure 1, the result from the first numerical modeling ap-
proach (star) disagrees with the laboratory measurements 
(open circles). On one hand, the P-wave velocity calculated 
from the digital rock model is higher than all laboratory mea-
surements, an observation already reported in recent studies 
(e.g., Knackstedt et al., 2009). On the other hand, it is unclear 
to which confining pressure the calculated P-wave velocity 
corresponds (it is arbitrarily plotted at zero confining pres-
sure in Figure 1). A more detailed characterization of the rock 
microstructure reveals the cause of this discrepancy. Mercury 
intrusion porosimetry (Figure 2), with a resolution down to 
1 nm, demonstrates that pores with a size of 10 μm domi-
nate the pore volume, but it also shows that around 25% of 
the pore volume is below the resolution limit of the micro-CT 
imaging technique. Scanning electron microscope (SEM) im-
ages (Figure 3), with a resolution down to 0.1 μm, reveal that 
two main features remain unresolved in the micro-CT digital 
rock model: the grain-contacts and microcracks within grains. 
These mechanically weaker parts are not taken into account 

during the numerical simulation. However, it is known that 
both features significantly influence the effective mechanical 
properties (e.g., O’Connell and Budiansky, 1974; Smith et al., 
2009). We therefore assume that the difference between nu-
merical and laboratory results (Figure 1) is mainly due to these 
unresolved microstructures.

To improve the digital rock model, we apply the so-called 
watershed segmentation, which is a grain-contact recon-
struction method. This method is based on the concept of 
representing the gray-level intensity of the micro-CT data as 
topography and a subsequent rainfall onto this topography, 
hence watershed (e.g., Arns et al., 2007). It allows localizing 
grain contacts that are below the resolution of the micro-CT 
data. These grain contacts represent an additional phase in 
the digital rock model compared to the three phases defined 
by the standard segmentation technique. Figure 4 depicts 
this fourth phase and it reveals that the grain contacts form 
a complex interconnected 3D network. In subsequent nu-
merical simulations, an effective P-wave modulus, M

contacts
, 

with values ranging between 0% and 100% of the P-wave 
modulus of quartz, M

quartz
 (Table 1), is assigned to the grain 

contacts because they are assumed to be always weaker than 
the quartz grains. In this way, a P-wave velocity is obtained 
as a function of M

contacts
/M

quartz
 (triangles as a function of 

upper abscissa in Figure 1). If M
contacts

 is zero (left inset in 
Figure 1), the grain contact phase represents a vacuum and 
the resulting P-wave velocity is zero. If M

contacts
 is equal to 

M
quartz

 (right inset in Figure 1), the grain contact phase is 
effectively nonexistent. This case is equivalent to using the 
standard segmentation method, for which no grain contacts 
are identified.

The resulting numerical curve (V
P,num

 versus M
contacts

/
M

quartz
) shows a similar trend as the laboratory measurements 

(V
P,lab

 versus P
c
), such that a linear data mapping between 

the two data sets can be assumed. The data pairs are linearly 

Figure 2. Mercury porosimetry measurements from a Berea sandstone 
sample of 10 cm3 and resolution limits of SEM and micro-CT. The 
cumulative intruded mercury volume is given per gram of solid rock. 
The dashed curve is the derivative of the cumulative volume versus pore 
radius curve (solid line).
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mapped according to

.                       (1)

Parameters s, b, and a are fitted simultaneously by minimizing 
the least-squares misfit to the laboratory data. The resulting 
values are s = 0.7919, b = 0.9743 MPa, and a = 2.0086. The re-
sulting pressure-dependent velocity (V

P,num
 versus P

c
) is shown 

in Figure 1 as triangles as a function of the lower abscissa in 
Figure 1. This result demonstrates that the P-wave modulus 
of the grain contacts depends on the confining pressure (i.e., 
becoming stiffer with increasing pressure) and that a simple 
linear relation best fits the laboratory measurements up to the 
investigated confining pressure of 200 MPa. The numerical 
method systematically overestimates the P-wave velocity by a 
factor of s compared to the laboratory measurements because 
of the unresolved microcracks and other microstructures, 
which cannot be detected with the grain contact reconstruc-
tion technique. However, the presented calibration with labo-
ratory data enables the numerical computations to yield not 
only an accurate prediction of the P-wave velocity with pres-
sure, but also an estimation of the effect of grain contacts on 
the P-wave velocity. The evaluated parameters in Equation 1 
are valid only for the investigated Berea sandstone and prob-
ably for similar sandstones. 

Physical mechanism for attenuation at seismic  
frequencies
Attenuation of seismic waves in partially saturated porous 
rocks is of great interest because it has recently been observed 
that oil and gas reservoirs frequently exhibit high P-wave at-
tenuation, especially at low seismic frequencies (e.g., Chapman 
et al., 2006, and references therein). Additionally, several stud-
ies have reported on the existence of low-frequency anomalies 
of seismic reflections associated with hydrocarbon reservoirs 
(e.g., Taner et al., 1979; Castagna et al., 2003; Korneev et 
al., 2004; Goloshubin et al., 2006). Some authors have ex-
plained these reflection anomalies with a high and frequency-
dependent attenuation in the reservoir rocks (Korneev et al., 
2004; Quintal et al., 2011a). Saenger et al. (2009) suggest that 
a frequency-dependent attenuation could also explain low-fre-
quencies anomalies observed in passive seismic data (see also 
Lambert et al., 2011). When the dominant physical mecha-
nisms for attenuation are identified and understood, estimates 
of attenuation can improve interpretation (and inversion) of 
seismic data. Because high and frequency-dependent attenu-
ation is generally associated with the presence of pore fluids, 

information about the fluid such as fluid type or saturation 
may be inferred from such advanced seismic studies.

In the following, we explain the self-developed laboratory 
apparatus used to measure intrinsic bulk attenuation in a par-
tially saturated Berea sandstone sample in the low-frequency 
range. Additionally, we apply numerical modeling of attenua-
tion caused by the physical mechanism of wave-induced fluid 
flow to an idealized digital version of the same Berea sandstone 
sample. The combination of laboratory measurements and nu-
merical simulations is a way to verify or falsify the dominance 
of this particular physical mechanism for attenuation.

Laboratory experiments. The CAD-model of the self-de-
veloped Broad Band Attenuation Vessel (BBAV; Tisato et al., 
2011) is shown in Figure 5. The BBAV measures the intrin-
sic bulk attenuation in a partially saturated rock sample of 25 
cm height and 7.6 cm diameter at seismic frequencies by per-
forming a series of subresonance tests at different frequencies 
ranging from 0.1 to 100 Hz. Due to the quasistatic nature 
of the experiment, inertial effects are negligible. The BBAV 
is equipped with two independent pressure systems, the first 
controlling the confining pressure inside the pressure vessel 
(up to 25 MPa; black in Figure 5) and the second controlling 
the sample saturation (blue in Figure 5). Any fluid, for exam-
ple water or oil, can be pumped as pore fluid into the closed 
BBAV. A vacuum burette allows controlling the amount of 
pore fluid saturating the sample. The applied strain is kept 
lower than 2 × 10–6 because these values can be expected for 
natural seismic waves and attenuation is assumed to be linear 
under such low strains. Calibration of the BBAV has been suc-
cessfully performed with two end-member reference samples: 
(1) aluminum, which is almost perfectly elastic and exhibits 
attenuation approaching zero and (2) plexiglas, which exhib-
its high attenuation in the frequency range of interest. These 
results give us confidence that the measurements are valid (Ti-

Figure 3. Scanning electron microscopy (SEM) image of a Berea 
sandstone slice. Gray levels correspond to different mineral phases; 
black colors are voids. Grain contacts and microcracks are clearly 
identified.

Density
 (kg/m3)

Bulk 
modulus
K (GPa)

Shear 
modulus
G (GPa)

P-wave 
modulus
M* (GPa)

Quartz 2648 37.8 44.3 96.89

Ankerite 2712 73.3 32 115.97

*M = K + 4G/3

Table 1. Elastic moduli of crystals at room pressure and temperature.
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sato et al., 2011).
We measured the bulk attenuation in a sample of Berea 

sandstone with permeability around 600 mD, porosity around 
20%, and bulk and shear moduli of the dry frame of 7 GPa 
and 4.2 GPa, respectively. The measurements reported were 
performed at room pressure and temperature, even though 
confining pressures up to 25 MPa are achievable by the BBAV. 
The sample was sealed from the confining medium (oil) with a 
latex tube applied around the rock plug. For the reported mea-
surements, the Berea sandstone sample was partially saturated 
with 60% water and 40% air. Figure 6 shows the measured 
quality factor, Q, as a function of frequency as dots and open 
circles. The inverse of the quality factor is a measure of at-
tenuation. To achieve the 60% partial water saturation, two 
different saturation methods were used. In one case, the wa-
ter saturation in the sample was increased from 0% to 60% 
(open circles in Figure 6). In the second case (dots in Figure 
6), the sample was first saturated with 90% water and the wa-
ter saturation was then reduced to 60%. The two frequency-
dependent attenuation curves from these two experiments ex-
hibit a slight shift, particularly at higher frequencies. Because 
the same sample was used in both experiments, we infer that 
the difference between the two laboratory data curves for Q 
is caused by different spatial distributions of water and air in 
the sample.

Numerical experiments. While in laboratory experiments 
all possible physical attenuation mechanisms occur simulta-
neously, we are able to study different mechanisms separately 

with numerical modeling. Here, 
we numerically model attenua-
tion caused only by wave-induced 
fluid flow due to patchy satura-
tion at the mesoscopic scale be-
cause this mechanism is generally 
assumed to dominate attenuation 
at our frequency range of interest 
(White, 1975; Pride et al., 2004). 
In a patchy saturated medium, a 
seismic wave causes pore-pressure 
differences between the con-
tinuous background rock fully 
saturated with one fluid and the 
mesoscopic-scale patches fully 
saturated with another fluid. 
These pore-pressure differences 
are due to the different compress-
ibilities of the two fluids. Viscous 
pore fluid flows along the pres-
sure gradients, causing attenua-
tion of the seismic wave (Pride et 
al., 2004). The mesoscopic scale 

is much larger than the pore size but much smaller than the 
wavelength and the properties of the solid frame are the same 
everywhere. A partially saturated porous rock is approximated 
by such a patchy saturated medium. In the numerical model, 
both regions are mathematically described by poroelasticity, 
with different sets of parameters describing the properties of 
the pore fluids.

To calculate attenuation due to wave-induced fluid flow, 
we numerically perform quasistatic creep tests solving Biot’s 
equations for consolidation. A detailed description of the equa-
tions and the methodology is given by Quintal et al. (2011b). 
The 3D numerical poroelastic sample (Figure 7) has the same 
dimensions as the sample used in the laboratory experiments 
(25 cm height, 7.6 cm diameter). Three equally spaced spheri-
cal heterogeneities in fluid-saturation are aligned at the center 
of the sample to represent the patchy saturation. The proper-
ties of the solid frame (Table 2) are the same everywhere, and 
the same as the bulk properties of the laboratory sample. We 
consider this a reasonable approximation because the Berea 
sandstone sample used in our study has a homogeneous solid 
frame. For the partial water saturation, two scenarios were 
chosen: (1) fully air-saturated heterogeneities and fully water-
saturated surrounding rock (solid line in Figure 6); and (2) 
fully water-saturated heterogeneities and fully air-saturated 
surrounding rock (dashed line in Figure 6). For both cases, 
the radius of the three spherical heterogeneities is chosen such 
that a 60% water saturation of the whole sample is achieved. 
For performing the numerical quasistatic creep tests on the 

Figure 4. Micro-CT image of 
the Berea sandstone sample after 
watershed segmentation. The grain 
contacts identified by the watershed 
segmentation are shown. The cube 
volume is 2 cm3.
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3D model, we use the COMSOL Multiphysics finite-element 
software. The resulting frequency-dependent attenuation (Fig-
ure 6), which is solely due to wave-induced fluid flow, almost 
perfectly coincides for the two saturation scenarios. Only at 
higher frequencies approaching the transition frequency ( f

tr
 

= 6 kHz) do the two curves slightly diverge. The transition 
frequency is the frequency at which the minimum value of Q, 
Q

min
, occurs and is controlled mainly by permeability, fluid 

viscosity, and patch size. The theoretically predicted slope of 
–1 in the double-logarithmic plot and in the low-frequency 
limit is reproduced by both numerical simulations.

Integrated interpretation of laboratory and numerical results. 
In the investigated low-frequency range (1–100 Hz), the nu-
merical calculations of the quality factor, Q, disagree with the 
laboratory measurements (Figure 6). The values of Q are much 
greater than the values measured in the laboratory experi-
ments. Only above 200 Hz do the values of Q become smaller. 
We also observe that the slopes of the frequency-dependent at-
tenuation curves are different for the numerical and laboratory 
data. For the laboratory data, the slope is around −0.25 in dou-
ble-logarithmic representation. For the numerical calculations, 
the slope is around −1, which is predicted by the wave-induced 
fluid-flow theory for a periodic distribution of heterogeneities, 
and also for a random distribution of heterogeneities in a finite 
volume (Müller and Rothert, 2006; Quintal et al., 2011b). We 
don’t believe that the low slope observed in the laboratory data 
is due to inaccuracies in the measurement protocol, due to the 
extensive testing and calibration of the BBAV (Tisato et al., 
2011). In addition, each data-point plotting in Figure 6 is an 
average of five consecutive measurement series with very low 
spreading, indicating high reproducibility of the laboratory 
data (the standard deviation of each measurement is, in aver-
age, 10% of the value of Q).

Because, in the numerical simulations, patchy saturation 
is the only cause of attenuation, the fundamental difference 
in slope can lead to the conclusion that wave-induced fluid 
flow is not the sole cause of attenuation in the Berea sandstone 

sample. However, it is possible that wave-induced fluid flow 
is indeed one dominant physical mechanism for attenuation, 
but the model used for the numerical simulation, consisting 
of three spherical heterogeneities in fluid saturation and a ho-
mogeneous solid frame (Figure 7), may be too much of an 
oversimplification of the spatial distribution of fluids and of 
frame properties in the real Berea sandstone sample. For ex-
ample, micro-CT imaging of partially saturated Berea sand-
stone (Figure 8) shows that the fluid-distribution geometry is 
much more complex than the simple approximation used in 
the numerical model. How more complex (and more realistic) 

Figure 5. CAD-model of the Broad Band Attenuation Vessel (BBAV) 
used for laboratory seismic attenuation measurements. Note that the 
bulk attenuation, and not a local attenuation, is measured with the 
applied strain sensor.

Figure 6. Laboratory and numerical results for the frequency-
dependent quality factor (Q) for a Berea sandstone sample saturated 
with 60% water and 40% air. Two saturation methods were applied 
in the laboratory: (1) increase of the water saturation in the dry sample 
from 0% to 60% (open circles); and (2) reduction of an initial 90% 
water saturation down to 60% (dots). In the numerical model, two 
saturation scenarios were chosen: (1) fully air-saturated heterogeneities 
in fully water-saturated surrounding rock (solid line); and (2) fully 
water-saturated heterogeneities in fully air-saturated surrounding rock 
(dashed line). The minimum Q-value is outside the shown axes at 
the transition frequency, f

tr
. Triangular symbols illustrate the slopes in 

double-logarithmic axes.

Table 2. Petrophysical parameters used for numerically modeling 
attenuation in a partially saturated rock sample.

Solid frame Berea sandstone

Permeability (mD) 600

Porosity 0.20

Bulk modulus of the dry frame (GPa) 7

Shear modulus of the dry frame (GPa) 4.2

Bulk modulus of the solid grains (GPa) 36

Density of the solid grains (kg/m3) 2650

Fluid Water Air

Bulk modulus of the 
fluid (GPa)

2.2 10−4

Density of the fluid (kg/
m3)

1000 1

Viscosity of the fluid 
(Pa·s)

0.001 2 × 10−5
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Figure 7. 3D numerical sample with the tetrahedral finite-element 
mesh used for the numerical simulations. The dimensions are the same 
as in the laboratory experiments (25 cm height, 7.6 cm diameter). 
Three equally spaced spherical heterogeneities are defined within the 
sample to represent the patchy saturation.

distributions and geometries of the fluid-saturation heteroge-
neities associated with a heterogeneous solid frame can change 
the low-frequency attenuation behavior remains to be stud-
ied in the future. Other attenuation mechanisms (e.g., squirt 
flow) must also be investigated individually in future numeri-
cal studies.

Conclusions
We presented two ongoing research projects in the field of rock 
physics, where we integrate laboratory and numerical methods 
to better understand the relevant physical processes. Based on 

our experience, we would even state that laboratory or numeri-
cal studies alone can lead to misconception or misinterpreta-
tion of the obtained results. For example, the 3D numeri-
cal attenuation modeling presented above could have been 
overinterpreted if it was not compared to the laboratory data.

The combination of laboratory and numerical methods is 
essential for successful rock physics research. Modern labora-
tory equipment, such as the BBAV presented in this article, 
allows high-precision measurements of various petrophysi-
cal parameters and, hence, a precise characterization of the 
rock. Advanced numerical methods allow studying different 
physical mechanisms separately from each other to eventu-
ally determine the dominant mechanism. Only the combi-
nation of the two approaches, laboratory and numerical, pro-
vides an unbiased understanding of the underlying physical 
processes.

Finally, modern imaging methods, such as micro-CT or 
Synchrotron X-ray tomography, further improve the combi-
nation of laboratory and numerical methods. These nonde-
structive imaging methods allow digitizing the exact same 
rock sample that is used in laboratory experiments and then 
performing numerical simulations on its digital rock model. 
This procedure led to the successful data mapping demon-
strated above between laboratory and numerical ultrasonic 
P-wave velocity data, by which the role of the grain contacts 
could be studied. The next steps ahead consist of conducting 
laboratory experiments inside modern tomographic scan-
ners. Scanning and generating a digital rock model under 
laboratory (and reservoir) conditions for subsequent numeri-
cal simulations will allow an even deeper insight into the 
relevant physical processes taking place in the studied rocks. 

Figure 8. Micro-CT image of a Berea sandstone slice partially 
saturated with oil and air. Gray = solid skeleton. White = air-filled 
pores. Black = oil-filled pores. The diameter of the slice is 6 mm.
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